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will thus be limited either by the rate of fracture
growth, or by the rate of magma £ow through the
fracture.

Standard models of dyke propagation (Shaw,
1980; Spence and Turcotte, 1985; Lister, 1991)
assume that fracturing is too fast to restrict mag-
ma ascent, so that the rate-limiting process is the
ability of buoyant magma to overcome its viscos-
ity. However, although rapid, dynamic failure is
perhaps the most familiar form of fracturing, such
behaviour is often preceded or replaced by a slow-
er mechanism (Fig. 1), in which large fractures
extend by the growth and coalescence of smaller
cracks around their tips (Anderson and Grew,
1977; Heimpel and Olson, 1994; Main, 1999,
2000). Slow edi¢ce fracturing, therefore, cannot
be excluded as a control on rates of magma as-
cent. Indeed, given that standard models have yet

to provide a basis for forecasting eruptions, it is
pertinent to consider the case when slow edi¢ce











geometry of the monitoring array, the depth of
fracturing, and the attenuating properties of the
fracturing medium) cannot be distinguished indi-
vidually but, instead, they control the frequency
of the background variation in stress. The number
of events detected seismically then depends on the
rate at which the background stress is locally high
enough to extend fractures that are larger than
the threshold value.

5.1. Quantifying rates of cracking

Assuming that stress £uctuations occur ran-
domly in a volume under stress, the probability
of crack propagation is given by the proportion of
cracks that have the required additional strain
energy around their tips at any particular mo-
ment. If the volume consists of P potential con-
trolling cracks (where P is large), then the number
of ways 3 that random energy £uctuations will
yield mi active cracks, with the strain energy Oi

necessary for propagation, is :

3 ¼ r!=
Q

imi! ð4Þ

Importantly, it is not necessary to specify which
particular members of the crack population are
active at any given moment, but only the number
mi that are active. The problem thus becomes
analogous to the classical Boltzmann analysis in
statistical physics of describing the energy distri-
bution among a large population of randomly
moving gas molecules (and, hence, of deriving
the associated gas pressure) for which it is impor-
tant to know the total number of molecules in a
particular energy state, rather than to follow the
changes in energy state of individual molecules
(Ruhla, 1992). Following the Boltzmann analysis
(Ruhla, 1992; Landau and Lifshitz, 1999), there-
fore, the probability P(Oi) that a crack tip is sup-
plied with the extra energy Oi is given by determin-
ing the maximum value of 3, which corresponds
to the state of statistical equilibrium:

PðO iÞ ¼
½Number of ways of containing energy O i�
½Total number of energy states available�

¼ ð1=ZÞe3O i=nRT ð5Þ

where the total internal energy nRT consists of

the ideal gas constant, R (8.314 J mol31 K31),
absolute temperature, T, and the number of moles
n of rock involved in cracking a process zone;
although originally determined from gas thermo-
dynamics, the use of R is valid also for the inter-
nal energy of solids. The partition function Z=gi
e3O i=nRT measures the total number of energy
states in which a crack tip could exist.

The probability of cracking in Eq. 5 can be
transformed into expected rates of cracking, by
introducing the mean frequency f of stress £uctu-
ations, so that dN(t)/dt, the expected crack rate
(or rate of successful stress £uctuations for crack
extension), becomes fP(Oi). Given that f and Z are
constant for a given system, it follows that:

dNðtÞ=dt ¼ f �e3O i=nRT ð6Þ

where f* = f/Z.
Eq. 6 combines cracking at di¡erent scales

through the exponent and pre-exponential term
on its right-hand side. Thus, while f* describes
the rate of stress £uctuations (involving those
due to cracking at sizes too small to be resolved),
the term e3O i=nRT describes the proportion of
those £uctuations that provide the energy Oi for
activating the cracks that can be detected. Impor-
tantly, no constraints have been imposed on ab-
solute crack size, so that the form of Eq. 6 should
be valid for rates of cracking at all scales
(although some limits will be introduced later).

Eq. 6 provides a second link between fracturing
at di¡erent scales, by noting that each event N
corresponds both (a) to a growth step for one
member of a population of fractures of a partic-
ular size (at, say, Scale 1), and (b) to a cycle of
growth and coalescence among the smaller cracks
(Scale 2) in the process zone of the Scale-1 frac-
ture (Fig. 4). Coalescence terminates the acceler-
ation in Scale-2 event rate and so coincides with
the peak rate achieved by the Scale-2 cracks (Fig.
5). Accordingly, a Scale-1 growth step can be ex-
pressed in terms of the peak rate of Scale-2 crack-
ing by:

dN1=dt ¼ 8 dN2P=dt ð7Þ

where, to simplify notation, N(t) is replaced by N
and understood to be a function of time, the sub-
scripts 1 and 2 denote the scale of cracking, sub-
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script P denotes peak value, and 8 is the scaling
factor (86 1). This relation will be used later to
relate detected seismicity to fracturing at di¡erent
scales.

By utilising the Boltzmann distribution in Eq.
5, the derivation of Eq. 6 assumes an equilibrium
size^frequency distribution for the values of back-
ground energy Oi, smaller values having a greater
frequency of occurrence. For the event rate to
accelerate, therefore, the preferred value of Oi for
further cracking must decrease with time (such
that the associated frequency of occurrence in-
creases). The next section describes how such a
condition occurs naturally as propagating frac-
tures release the strain energy already stored in
the host rock.

5.2. Event rate and rate of crack growth

Persistent slow cracking is maintained while the
rate of energy released by crack growth just ex-
ceeds that required for new cracks to form. From
standard theory, this quasi-equilibrium condition
can be related to the total change in energy Oi in
Eq. 6 by (e.g. Gri⁄th, 1920; Jaeger, 1969; Scholz,
1990; Lawn, 1993):

O i ¼ ONS3OG ð8Þ

where ONS is the energy required to create new
fracture surfaces, and OG is the excess strain en-







bility P(Oi) with P(Ei), analogy with the develop-
ment of Eq. 6 yields for the frequency of crack
events:

dN=dt ¼ ðX=ZÞe3Ei=nRT ð16Þ

where n is now the number of moles involved in
the chemical reactions that cause a crack to ex-
tend, and Z is the appropriate partition coe⁄-
cient.

As with Oi in Eq. 6, Ei decreases H5orH5or







later than observed. By 12 November, the esti-
mate would have been revised to 15 November.
Potentially, therefore, a reliable forecast could
have been made 3^6 days ahead of the eruption.

6.2. Mount Pinatubo, Luzon, Philippines, 1991

Seismic monitoring provided the primary data
for evaluating the possibility of renewed activity
at Mt Pinatubo in 1991, following a repose inter-
val of some 500 years (Cornelius and Voight,
1996; Harlow et al., 1996). After magma broke
the surface as a lava dome on 07 June, activity
evolved to a climactic plinian eruption on 15
June. The present analysis focusses only on seis-
micity before the appearance of the lava dome.

Seismicity during the week before dome em-
placement was characterised by an acceleration
in event rate from about 10 to 60 events every
4 h (Fig. 7; Harlow et al., 1996). Between 01
and 04 June, most of the recorded earthquakes
had magnitudes greater than or equal to 0.4 and
were located at depths of 1^5 km about 4^5 km
northwest of the volcano’s summit; after 04 June,
in contrast, seismicity was dominated by events
with magnitudes of 1.2 or greater and located at
less than about 3 km below the future summit
vent (Harlow et al., 1996). The seismicity shown
in Fig. 7 refers only to events recorded within the
axial seismic cylinder (Harlow et al., 1996).

Harlow et al. (1996) postulated that the accel-
erating rate of seismicity was produced by intense
brittle fracturing as magma pushed its way to the
surface. Indeed, from 03 to 04 June, the 4-hourly
event rate for sub-summit earthquakes shows a
clear oscillation about an increasing mean trend
(Fig. 7). When plotted on an inverse-rate diagram
(Fig. 7), the sequence of minimum values follows
a negative linear trend with time, described by:

ðdNP=dtÞ31 ¼





eruption. Moreover, the inverse peak values (min-
ima on the inverse-rate plot) may be easier to
identify by eye than the actual peak values (on
the event-rate plot) under emergency conditions
(compare, for example, Fig. 6a,b).

Applied to the observed precursors (Figs. 6 and
7), the measured values of Q* are within the range
of (4.5 U 3.2)U1033 expected for conditions with-
in a subvolcanic system. Such agreement is excel-
lent and not only supports the validity of the
slow-fracture model, but also suggests that reli-
able forecasts of eruption might eventually be fea-
sible at least 2^3 days ahead of time. Warning
intervals of days are relevant in practice because
they may permit successful evacuation of threat-
ened districts.

The restricted range for Q* is another feature
with possible forecasting implications. It is a nat-
ural consequence of using peak rates of process-
zone cracking as a proI7qHPSby measure for growth
steps among the parent fractures, since this sub-
stitution cancels terms that depend on crack-tip
geometry. Seismic monitoring systems, however,
are deployed to detect as many events as possible.
It is thus by happy circumstance, rather than by
design, that the majority of detected events ap-
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