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2.! Public interest 

Academic researchers and corporate actors have endowed AI with a bold mission: to replicate, 

automate and exceed human level intelligence and capabilities. Throughout history, AI has 

encompassed a set of technologies with approaches and applications in a variety of sub-areas, 

including human intelligence, computer vision, machine translation, pattern recognition and natural 

language processing. This diversity poses a definition challenge, which has implications for both 

regulation and research. Legal and political institutions need a stable definition of AI to effectively 

govern the technology. Similarly, communities seeking to organise AI as a coherent research field 

must first reach a consensus of terms (Bryson 2022) defines intelligence within AI as Ôcomputing 

action from contextÕ to provide a more holistic and horizontal definition of intelligence for legal and 

regulatory frameworks).
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Figure 1: The Turing trap: the promise and peril of human-like artificial intelligence 

 

Source: Erik Brynjolfsson (2022): The Turing Trap: The Promise & Peril of Human-Like Artificial Intelligence, p.279.  
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problematic both in terms of accuracy and overstated capabilities. Computer vision may be used to 
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and civic actors in exercising directional agency. We contend that this function can be performed 

both more widely and more precisely across the wide range of AI solutions available today, and in 

the near future.  

So far, however, many technological solutions to public health threats, individualised medicine, 

inclusive education and climate change, among other global challenges and bold approaches, 

remain incomplete. Investments into AI have been framed with the promise of making horizontal 

improvements to how the public and private sectors can address these and other societal 

challenges. The hope is that AI can be positioned an omni-technology, can through careful 

moderation and use, may provide new tools and insights to either frame, address, or otherwise 

reduce grand challenges. For instance, AI promises to improve the speed, scale, accuracy, 

automatability and accessibility of automated translations of government services Ð creating 

improved cross-langague and cross-sensory requirement inclusion, if done appropriately. 

Additionally, a whole host of niche applications and areas are emerging, such as corrosion 

detection on boats and snow packing simulation, but the latter areas do not automatically scale to 

viable business models. In principle, small government agencies and other underfunded public 

sector organisations would be customers in these examples, but the conditions necessary to 

deploy these valuable technologies are lacking.  

Making the comparative calculation, AI investment will naturally tend towards capital-rich 

environments rather than flowing towards addressing unmet social needs. Developers of AI may 

also face asymmetric access to datasets, as well as pressure to use available datasets, even if 

these may be low quality and deeply biased. The federal government can play an active role in 

mitigating these barriers and turning the tide of investment, but it faces a series of challenges that 

limits its efficacy. Simply put, the US lacks a proactive vision for AI and a robust set of policies on 

AI for the public good. The next section identifies the challenges that the government must 

overcome, along with the new paradigms that it should test.  

 

3.! Challenges 
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are too narrow or whether the status quo is optimal. Indeed, there may well be cases where 

democrati
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sustain a single point of failure, meaning that vulnerabilities and biases will be blindly inherited by 

all the downstream uses (Bommasani et al. 2021). 

3.3 Failure to invest sufficiently in AI safety and security 

In addition to addressing harmful uses of AI, there is a need to accelerate the reduction of risks 

associated with machine learning itself. The concept of Ôblack boxÕ AI, referring to the opacity  

of AI-based systems and how they reach particular results or predictions, is now commonplace  

in technology policy circles. The field of AI safety is currently grappling with a number of other 

technical and normative questions that are crucial to wider and safer adoption of machine  

learning systems. 

Robustness is a key consideration. Frequently, an AI system will perform well with test data, but 
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increasing potential, and higher feasibility of deployment for machine learning and deep learning 
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In recent years, the tech ecosystem has become increasingly interested in moonshots, ambitious 

technological projects aimed at solving some of societyÕs most difficult challenges. While 

moonshots developed through the X-Prize or Google-X may push the boundaries of science, they 

must be aligned to the public interest to substantively address the social, political, infrastructural 

and economic challenges of our time. AI needs more than technological moonshots, it needs 

holistic missions combined with strong incentives, as well as governance structures that take 

responsibility for evaluating the socio-economic impact
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nature of the technology; the same technique (e.g. computer vision, NLP) or application (e.g. 

recommender systems) can be used in a variety of contexts and for different purposes. Some AI 

products also have dynamic and even self-modifying designs, complicating traditional Ôapproval-

basedÕ product regulation (Johnson 2021). 

As Elen Stokes previously argued in relation to nanotechnology, new technologies and products 

will often confront systems of Ôinherited regulationÕ, which frequently fail to account for the 

nuances of new technologies. She explains that, ÔNot only can it entail the application of ill!suited 

rules and standards, but it can also involve the reproduction of deeply ingrained traditions and 

assumptions which, under the weight of history, makes scrutiny extremely difficultÕ (2012). 

Adequately understanding, monitoring, evaluating and regulating AI therefore requires upskilling 

agencies and regulatory bodies across the board. In the United Kingdom, the Ada Lovelace 

Institute outlined the need for improved regulatory capacity in a recent report, noting that, ÔAI 

systems are often complex, opaque and straddle regulatory remits,Õ and that, ÔFor the regulatory 

system to be able to deal with these challenges, significant improvements will need to be made to 

regulatory capacityÕ (Ada Lovelace Institute 2022). Investment into the regulatory ecosystem also 

means a better ability to forecast technological progress and harms, and better tools to effectively 

affect directionality.  

The state can set regulatory outcomes, building capabilities in both internal regulators, and an 

intermediary market to evaluate and certify these organisations. The same logic might apply to 

problems regulators want to solve: Gillian Hadfield and Jack ClarkÕs Ôregulatory marketsÕ adopts a 

similar logic, suggesting the creation of an intermediary layer of licensed private sector companies 

that compete to achieve regulatory outcomes set by a government regulator (Clark and Hadfield 

2019). In other words, the objective of such a proposal is to create incentives for the private 

sector to allocate money, talent and computing power towards policy aims Ñ another 

manifestation of directionality. 

4.2.2  Directing finance 

The type and quality of finance matters for driving innovation. Not all financial actors intervene at 

the same stage, take the same risks or invest with the same timeline of returns. Long-term patient 

capital is needed for transformative investments, particularly for infrastructure.  

The state can act as an effective demand-side agent, working as a lender or buyer of first resort 

to create reliable consumers and build new market capacities around desired technological 

trajectories. Matt Clifford notes that, ÔThe Department of Defense allowed DARPA to bridge the 

gap between basic research and commercial application by providing real-world demand ahead of 

the private sectorÕs willingness to payÕ (Clifford 2022). This essential market creation capability 

was fundamental to accelerating and organising the direction of innovation Ñ for example, the 

federal governmentÕs mass acquisition of transistors in the 1960s to accelerate NASAÕs moon 

landing mission. The lessons from this can be readily applied, for instance, to the intersection 
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outsourced public services are funded, payment is instead linked to the successful achievement of 

a stated outcome. TaiwanÕs Digital Minister Audrey Tang explains that, ÔAn independent board 

assesses whether a project has delivered some return on investment in the social sense or in the 
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machine learning systems, as well as integrating related innovation into core products and 

services, such as user experience (UX) design. 

Alternative contract and grant models of employment have been used to supplement the existing 

capacity issues within the public sector, particularly for technological innovation and deployment. 

Further cause for concern is the accountability, responsibility and transparency conditions with 

outsourcing AI development and usage. This broad outsourcing has led to a large intermediary 

market of consulting agencies, notably driven by Accenture, Microsoft, IBM, Deloitte, McKinsey, 

BCG, Amazon and PwC Ñ despite the trend that in-house AI development and expertise is 

frequently better suited to public sector tasks than outsourced models. Governments should 

explore significant reforms to existing procurement mechanisms. The overly complex and slow-
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5.! A proactive global technology policy agenda 

Since 2016, more than 60 countries have created and published AI strategies (see the OECD AI 

Policy Observatory for a complete and updated list of national strategies). While the US has been 

the core driver of AI innovation historically, its ability to create and sustain advantages derives 

from its domestic networks, its position in global markets and international talent flows Ñ not, 

notably, from any government policy agenda or cohesive national vision. Major US corporations, 

such as Amazon, Apple, Google and Meta, are leading both the domestic development of AI, as 

well as the organisation of global access to key features for AI research and deployment, from 

computing power and training environments to open-sourcing algorithmic innovation. In the UK, 

the publicly funded Digital Catapult, a key enabler of machine learning uptake in the UK, relies on 

a network of corporate partners, many of which are US-based tech firms, to subsidise access to 

computing time. 

The shape of the US AI innovation system is increasingly determining the rate and direction of AI 

development across Europe, Latin America, Africa and Asia. However, the US Ôlaissez-faireÕ model 

of AI development and usage (or lack thereof) is being pursued in parallel to other models of data 

collection, AI deployment and broader internet governance, most notably in Russia and China. 

These alternative models bring both a national security concern and a global commercial concern. 

The security concerns around HuaweiÕs 5G offering, RussiaÕs cybersurveillance ambitions and 

ChinaÕs state-centric New IP proposal are salient examples of the growing policy proactivity of 

autocratic actors.  

The international dimension of digital markets means that an algorithm used in one country might 
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coordination, leading to the establishment of the National Artificial Intelligence Office. However, 
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